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FOREWORD

This report summarizes the risk analyses for aging aircraft
work performed by the Structural Integrity Division of the
University of Dayton Research Institute for the Flight Dynamics
Directorate of the Air Force Wright Laboratory under Contract
F33615-87-C-3215. The period of performance for the effort was
September 1987 through January 1991. Mr. Joseph G. Burns,
WL/FIBEC, was the Air Force Project Monitor. Dr. Alan P. Berens
of the University of Dayton Research Institute was the Principal
Investigator.

The final report of this work comprises two volumes.
Volume 1 contains a description of the model for implementing the
risk analyses and example applications. The documentation of
Probability of Fracture (PROF), the computer program written to
perform the risk analyses, is presented in Volume 2.
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SECTION 1
INTRODUCTION

The realized life of individual airframes is seldom equal
to the design life planned for a fleet. The life of an aircraft
fleet tends to be determined more by its inherent operational
capability and maintenance costs than by the number of flight
hours specified at the design stage. As a fleet ages, the Air
Force must make many decisions concerning the timing and extent
of inspections, repairs, modifications, and life extension
options. Since the readiness and cost ramifications of these
decisions are very large, the Air Force needs every possible tool

that can assist in making cost effective decisions.

Of major concern are the real cracks in the individual
airframes of the fleet at the time structural decisions must be
made and the projected growth of these cracks. To obtain this
specific information, extensive inspections of individual
airframes would be necessary to obtain the required data on the
number and size of the cracks; and even with such extensive
inspections, not all of the cracks would be detected. Therefore,
the status of the populations of fatigue cracks in an aging fleet
must be inferred from inspections of a sample of the fleet or
analytically estimated. In either case, decisions based on
durability and damage tolerance analyses should reflect the

uncertainty in the flaw size information.

Most durability and damage tolerance analyses have been
based on deterministic methods making conservative assumptions
when necessary to cover scatter. (It might be noted that the Air
Force has used estimates of failure probability as aids in making
structural integrity decisions regarding the F-111, C/KC-135, C-
5A, and T-38 aircraft.) Due to the increased uncertainty
regarding potential flaw sizes in an aging fleet of aircraft, a
deterministic analysis does not necessarily provide the Air Force
with the information needed to assess options. Rather, a risk

analysis tool is needed whereby the risks and expected costs of



maintenance strategies and life extension options can be quickly
assessed and compared. This risk analysis methodology should be
as realistic as possible within the constraints of force
management data av-ilable for different fleets of aircraft.

The objective of this program was to provide the Air Force
with an additional tool for evaluating inspect, replace, repair
or retire decisions in aging aircraft fleets. To achieve this
objective, a risk analysis computer program, PRobability Of
Fracture (PROF), was formulated and implemented. The programmed
methodology is based on data available from the Air Force
Aircraft Structural Integrity Program, ASIP. PROF calculates the
history of a growing population of fatigue cracks in zones of
equivalent stress experience. It accounts for inspection
uncertainty and the repair of cracks which are detected. The
risk assessment addresses both safety and durability. sSsafety is
quantified in terms of the probability of a fracture resulting
from the maximum load in a flight exceeding the critical load
associated with the fracture toughness level. Durability is
quantified in terms of the expected number and sizes of the
cracks to be detected and repaired at each inspection and repair-
if-necessary cycle and the expected costs of these repairs.

This report summarizes the complete development and
application of the risk analysis program. Section 2 is a brief
overview of PROF. Section 3 defines the detailed methodology
that was implemented in the PROF computations, describes methods
for obtaining the required input, and presents an example run of
the program. Section 4 contains the results of PROF output
sensitivity to variations in input and to the fleet management
decisions. An example application of PROF is presented in
Section 5. Conclusions and recommedations are contained in
Section 6.

N



SECTION 2
OVERVIEW

The objectives of structural risk analyses are to provide
quantitative information for the management and assessment of
structural safety and useful life. This information is typically
expressed in terms of the expected costs of competing maintenance
scenarios and the probability of failure associated with the
scenarios. There are many approaches that can be programmed to
achieve these objectives. Differences in approach can be
fundamental, for example, modeling the time to failure versus
modeling the growth of a crack size distribution. Differences in
approach can also be due to the selection of the many influencing
factors and the methods for modeliing these factors. However,
implementing any structural risk analysis approach involves a
compromise between the ability to model reality and the data that
are available to feed the analytical model. 1In general, the more
detail required by the model, the less reliable are the available
data.

Because of the Aircraft Structural Integrity Program (ASIP)
requirements of MIL-STD-1530A (1], the Air Force has an extensive
data base on each system for the deterministic evaluation of
structural integrity. The approaches usually taken in fulfilling
these requirements, the availability of the resulting data, and
the information content of the crack size distribution at
critical locations were the primary reasons for the choice of the
fracture mechanics based analysis that was implemented in PROF.
Of particular importance to this risk analysis methodology are
the ASIP data associated with the damage tolerance [2,3)] and
durability ([2,4]) analyses that are performed for all potential
airframe cracking sites and the data associated with the force
management tasks of ASIP [5]. Data requirements will be
addressed in detail in Section 3.

The risk analysis model, PROF, addresses a single
population of structural elements. The population is defined in



terms of all details which experience essentially equivalent
stress histories and have equivalent stress intensity factor
coefficients. Such populaticns of potential cracking sites are
defined during the ASIP damage tolerance analyses. Each
structural element in the population of details is assumed to
contain a crack whose size at T spectrum hours is a random
variable with probability density function, fT(a). There are
three contexts for interpreting statements about this
distribution of cracks: an individual structural element, a
single airframe with many such "identical" elements, and the
fleet of airframes. PROF addresses all three, but care should be
taken to ensure that interpretations are being made in the
correct context.

The crack size distribution forms the basis of PROF
computations as illustrated in the schematics of Figures 1-4. An
estimate of the distribution of crack sizes at a reference
spectrum hour age is obtained from inspection feedback [6] or an
initial quality analysis expressed in terms of flaw sizes
[7,8,9). The deterministic crack size versus spectrum hour ("a
vs. T") relation from the damage tolerance analysis, Figure 1la, is
used to project the percentiles of the crack size distribution,
Figure 1b. (The sizes of individual cracks can be projected
forward or backward to combine data from different airframes in
obtaining the crack size distribution at the reference time.)

At a maintenance action, the crack sites are inspected.
The capability of the inspection system is characterized by its
probability of detection function, Figure 2a. If a crack is
detected, it is repaired and the quality of the repaired cracks
is quantified by an equivalent repair crack size distribution,
Figure 2b. The equivalent repair crack size distribution is
analogous to the equivalent initial crack size distribution used
to characterize manufacturing quality [9]. (If desired, the
repaired crack sites can be removed from further analyses by
defining the equivalent repair crack sizes to be zero. The
possibility of a rogue flaw being introduced at the maintenance
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action can also be addressed by the method of modeling the
equivalent repair crack size distribution.) The crack size
distribution after the inspect and repair maintenance action is a
mixture of the sizes from sites in which no cracks were detected
and from the sites in which cracks were detected and repaired,
Figure 2c. This after inspection crack size distribution is
projected forward for the next period of uninspected usage. This
process is continued for as many inspection intervals as

desired.

The time history of the crack size distribution is used to
evaluate both safety and maintenance costs. Safety is quantified
in terms of the probability of fracture, Figure 3. Fracture
occurs when an applied stress produces a stress intensity factor
which exceeds the fracture toughness for the cracked detail,
i.e., when

ozo_ . =K,/ [Jma- ga)) (1)
where "a" is the crack depth, K, is the fracture toughness of the
material and g(a) is a geometry dependent factor. The smallest
time increment considered by PROF is a single flight, and it is
assumed that potential fractures will occur at the random
variable of maximum stress in a flight, Figure 3a. For an
arbitrary element in the population of details, "a" and Kc are
unknown and are modeled as random variables, Figures 3b and 3c.
From the distributions of these three random variables, the
probability of fracture (POF) is calculated as

POF

P{ o

v
Q
—

max cr

P{ o

v

K,/ [J77a- ()} (2)

max



POF is calculated for a single flight and for any flight in the
interval between the start of analysis and each inspection,
Figure 3d. POF is also calculated for any flight within each
inspection interval.

Maintenance costs are quantified in terms of the expected
number of cracks that will be detected and repaired at each
inspection and the total expected costs of the planned
maintenance scenario, Figure 4. The expected number and sizes of
cracks to be repaired are obtained from the distribution of crack
sizes at the time of the inspection, Figure 4a, and the
capability of the inspection systen, Figure 4b. The expected
costs are obtained from the costs of inspection, the expected
number and sizes of cracks to be repaired, Figure 4c, and the
expected costs due to element fracture. Figure 4d is a schematic
illustration of the expected costs of maintenance for different
intervals between maintenance actions.
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SECTION 3
PROF METHODOLOGY

This section presents the risk analysis methodology that
has been implemented in PROF. The input and methods for
obtaining this input in the required formats are presented first.
These input requirements are followed by a general mathematical
description of the programmmed computations. (Details of these
computations are contained in Appendix A and Volume 2 of this
report.) An example of PROF output is then displayed by
presenting the results of a PROF run using a set of example input
for an Attac) /Fighter/Trainer (A/F/T) class aircraft.

3.1 PROF INPUT DATA

The risk analysis methodology implemented in PROF requires
input on nine distinct data items. Since PROF is an interactive
program, it obtains this input by querying the user in a series
of screens. The answers to the gueries depend on the data item
and comprise a) names of files which contain input tables, b)
parameters of programmed functions, and, c) stand alone

constants.

Figure 5 presents a list of the nine PROF input data items
and indicates the required formats. This subsection presents the
specific requirements for each item and describes methods for
obtaining the input in the required format. An example is
presented for each data item which is representative of an inner
lower wing location for an Attack/Fighter/Trainer application.
The example input will be used to generate the example output of
Subsection 3.3. Expected maintenance costs are currently
calculated using PROF output, so inspection and repair costs are
not required to run PROF. Inspection and repair costs, however,

would be required for a complete analysis.

Although not addressed in detail in this report, some of
the input data can be modeled at different levels of
stratifications. For example, the distribution of max stress per
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DATA TYPE FORMAT SOURCE/COMMENT
MATERIAL/GEOMETRY
K/o vs a File DTA analysis - stress intensity
factor coefficient
~g(Kc) Parameter Normal distribution of fracture
values toughness, [10]
AIRCRAFT/USAGE
Locations Constants Number of analysis locations per
airframe and number of airframes
in the fleet
fo(a) File Crack size distribution at start
of analysis
avs T File DTA analysis - crack growth life
curve
h(o) Parameter Gumbel distribution of max stress
values per flight - from L/ESS data or
sequences of DTA analysis
INSPECTION/REPAIR
Tl' T2, oo Constants Inspection times - user defined
POD(a) Parameter Cumulative lognormal POD function
values for NDE system [11]
fr(a) File Crack size distribution of

repaired crack sites

Figure 5. Summary of PROF Input Data.
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flight can be modeled for different mission types or for a
composite of all mission types. For these types of input, both
the effect on the interpretation of probability of fracture and
the method for combining probabilities of fracture across the
stratifications are also discussed in this section.

3.1.1 Material/Geometry Data

Under current Air Force regulations, damage tolerance
analyses are performed for every critical location on an
airframe. As part of these analyses, the stress intensity factor
geometry correction, g(a), for correlating stress, loading
condition, global geometry, and crack size will have been
determined. Further, fracture toughness data, Kc, for the
material will have been collected. The following subsections
describe the format required by PROF for these geometry and
material dependent properties.

3.1.1.1 K/o versus a

The defining relation between stress intensity factor,
stress, and crack size is expressed as

K=o+ /ra- g(a) (3)

To isolate the crack size random variable, a, PROF requires the
geometry factor input to be expressed in terms of "K/o¢ versus a,"
i.e.,

K/fo =/ n a - g(a) (4)

For every critical location in an airframe, g(a) will be known.
Closed form solutions for g(a) have been obtained for many
typical detail geometries [12,13)]. However, finite element
analyses may be required to obtain g(a) due to such factors as
complex geometry, boundary conditions, or load transfer
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(14,15,16). In these cases, f(a) is typically expressed in
tabular or graphical form.

The "K/o versus a" relation must extend to a sufficiently
large crack size, ajast’ such that for cracks larger than a)ast’
the structural element can be considered to be in a failed state.
PROF uses ajast to define limits of integration for the

calculation of fracture probabilities.

As currently written, the fracture probability calculatiorns
of PROF do not properly account for large discontinuities in the
"K/o versus a" relation introduced by edges, holes, etc. 1In this
situation, a crack may temporarily experience rapid growth and
still be stopped before the structure fractures. Modifications
to account for such discontinuities and to extend the analysis to
cover continuing damage are planned for a future version of the
program.

3.1.1.1.1 Format

Since the geometry factor, g(a), is not always stated in
explicit terms, PROF was designed to expect a tabular input for
the "K/o versus a" relation. 1In particular, PROF requests the
name of the file which contains (a,K/0) data pairs. This data
file can be generated from a closed form solution, from a table,
or from a digitization of an analog definition of g(a). Since
interpolation is used to obtain intermediate values, the (a,K/o)
pairs must define a single valued function.

The format of the "K/os versus a" data file is as follows.
The first row of the file identifies the source of the data and
will appear in the PROF output. The second row of the file must
contain the number of (a,K/¢) pairs in the table. The first pair
must be (0,0) and the last pair defines the maximum crack size,
that is considered in the analysis. The filename must

alast’
contain a ".DAT" extension.

3.1.1.1.2 Example

Figure 6 presents an example "K/o versus a" curve for an
A/F/T aircraft. The data were obtained from a manufacturer’s

14
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Damage Tolerance Analysis (DTA) report. It was assumed
(presumably conservatively) that cracks would originate at the
intersection of the countersink and the bore of the rivet hole.
Unstable crack growth occurs in both the depth and surface
directions when the crack depth (a) reaches 0.5 in. For a = 0.5

in. and average K, = 30 KSI / in., the residual strength is 24
KSI, a stress level exceeded in about 80 percent of all flights.
Thus, for this example aj.st = 0.5 in.

3.1.1.1.3 Comments

PROF treats g(a) as a deterministic relationship for the
structural detail. Given an initiated crack, the deterministic
model is reasonable in the sense that deviations from the model
for a particular crack would have a second order effect on the
calculations as compared to uncertainty in other inputs.
However, cracks do not necessarily initiate at the "“correct"
location, and there are significant differences in the geometry
factors for different locations. The conservative approach to
the problem of multiple crack initiation sites is to assume all
cracks initiate at the location with the most severe geometry
correction. Probability of fracture (POF) as calculated by PROF
would then be conservative with respect to geometry factor.

Multiple crack initiation sites in a given detail can be
directly modeled by using multliple runs of PROF and interpreting
the results as follows. If the proportion of the total number of
cracks governed by each initiation site is known, then the best
estimate of POF is obtained from a weighted average of the
fracture probabilities for each crack geometry (each "K/o versus
a" description). For example, if Py represents the proportion of
cracks that initiate at the intersection of the countersink and
the rivet bore, p, represents the proportion of cracks that
initiate in the bore, and p, represents the proportion of cracks
that initiate at a bore corner, then the probability of fracture
for the detail is given by
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POF = p, (POF,) + p,(POF,) + p;(POF;) (5)

vhere POF; is the fracture probability for the ith crack
initiation geometry. The calculation of Equation 5 would have to
be made using output results from three individual runs of PROF
as there is no provision in PROF for combining results from
different analyses.

3.1.1.2 Distribution of Fracture Toughness

Fracture toughness is best modeled in terms of a
distribution of values for the particular material application
(17). PROF assumes that fracture toughness values have a normal
distribution and requests the mean and standard deviation of K,
for the particular material of the application. In general,
these values can be obtained from the Damage Tolerant Design
Handbook [10]. Coefficients of variation (o/u) for Kc values
range from about 0.03 to 0.10 for aluminum and titanium alloys

and most steels.

For the example application, assume the material of the
structural detail, Figure 6, is 7075-T7351 aluminum alloy plate.
The mean and standard deviation of fracture toughness for this

material are listed at 29.4 and 2.2 KSI J 1in. , respectively, in
the Damage Tolerant Design Handbook [10], Table 8.9.1.1. These
values were based on a sample of 47 specimens and the mean
closely agrees with the fracture toughness used by the
manufacturer in the DTA of this detail.

3.1.2 Aircraft/Usage Data

The input data in this category are specific to the past
and expected usage of the fleet of aircraft being analyzed. The
initial structural design, manufacturing quality, and past usage
determine the distribution of crack sizes that are in the
analysis locations at the start of the analysis. The expected
usage determines the projected growth of the cracks and the
operational stress peaks that may be encountered. This section
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addresses the methods used to model these elements as well as
their PROF input requirements.

3.1.2.1 Aircraft Population Parameters

An individual execution of PROF is based on the analysis of
a single distribution of crack sizes emanating from stress
raisers in metallic structure. The population modeled by this
distribution can represent a single location in each airframe of
the fleet. If there are multiple locations in each airframe that
will experience essentially equivalent stress histories and have
equivalent stress intensity factors, the crack size distribution
would also apply to each of the stress raisers in the zone of
equivalence. There are three fracture probabilities of interest
to cover these populations: a) the POF at a single stress
raiser, b) the POF at any stress raiser in a single airframe of
the fleet, c) the POF for any stress raiser in any airframe of
the fleet.

PROF first calculates the POF at a single stress raiser
and, assuming independence, calculates the POF for the other two
cases based on the number of stress raisers, k, in the zone of
equivalence on a single airframe and the number of airframes, N,
in the fleet being analyzed. To perform the last two
computations, PROF asks for the number of analysis locations per
aircraft and the number of aircraft in the fleet. The number of
analysis locations per aircraft is determined from the number of
stress raisers in the zone of equivalence. The number of
aircraft in the fleet is the number of aircraft that will

experience the equivalent expected usage.

The probability of fracture is calculated on the basis of
the maximum stress that might be encountered in a flight, i.e.,
on a flight-by-flight basis. Aircraft usage, however, is
typically expressed in terms of flight hours or equivalent flight
(spectrum) hours. PROF expects time data in terms of hours and
converts to number of flights when necessary. This conversion is
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done in terms of average hours per flight. Therefore, average

hours per flight is a required input to the program.

For the example, it is assumed that there are three of the
countersunk rivet holes (Figure 6) on each side of the wing that
will experience the same stress history. Thus, there are six
analysis locations per aircraft. It is assumed that there are
125 aircraft experiencing the common operational usage and that
the average flight is one hour.

3.1.2.2 Crack Size versus Flight Time

Crack growth is inherently a stochastic phenomena. If
specimens containing cracks of "constant" size are subjected to a
common stress history in the laboratory, a distribution of sizes
will result. Further, if different airframes contain cracks of a
wconstant" size and are subjected to a "common" usage, the
resulting distribution of crack sizes will contain significantly
more scatter. The increase in scatter is due to the additional
variability introduced by the differences in operational loadings
actually encountered. To implement a complete stochastic model
of the growth of a distribution of cracks i~ a fleet of aircraft
would require a stochastic model for the effect of usage
variation as well as a stochastic model for the crack growth
process for a fixed stress sequence. The data for such models
are currently not available for aircraft applications.

PROF uses a deterministic correlation between spectrum
flight hours and crack size as the basis for projecting the
growth of the distribution of cracks assumed to be in the
population of structural detail. This is accomplished by
projecting percentiles of the crack size distribution based on
the deterministic "a versus T" relationship for the expected
stress sequence. There were three major reasons for implementing
this method of modeling crack growth:

a) The damage tolerance requirements assure that this

deterministic crack growth prediction will always be

available for known critical locations.
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b) The POF calculated from average usage is the POF for a
detail in a randomly selected aircraft of the fleet.

The specific usage of any single aircraft is unknown at
the time of analysis. If the potential usages for the
airframes of the analysis are ranked in severity, a
distribution of the severities can be postulated. The
expected usage of the DTA analysis represents the
average of the distribution of severities. Different
percentiles of the severity distribution would produce
different "a versus T" curves and different
distributions of maximum stress per flight (to be
discussed in Subsection 3.2.3). If POF were calculated
for these different severity percentiles, a distribution
of POF values would be generated. The POF for a
randomly selected aircraft would be the mean of this POF
distribution, i.e., the POF obtained from the mean
usage. Note that POF values can be generated for stress
sequences that are representative of the percentiles of
the severity distribution, and these could be
interpreted in terms of the population of individual
aircraft usage.

c) There are no generally accepted methods for modeling
stochastic crack growth and the methods that have been
proposed require data that have not been obtained for
existing aircraft. There are indications that the added
stochastic effect of the growth of cracks of the same
size may be of second order when compared to the
uncertainty in the crack size distribution in the
population. A heuristic analysis of the effects of
stochastic crack growth on the crack size distribution
is presented in Appendix B.

3.1.2.2.1 Format

Since PROF uses table lookup with interpolation to project
the growth of the crack size distribution, the "a versus T"
relation is input to PROF in the form of a table of (a,T) data
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pairs. PROF requests the name of a file which contains the
table. The first row of the file must contain an identification
which will appear in the summary output file. The second row of
the file must contain the number of (a,T) data pairs which are in
the table. The table of (a,T) data pairs must define a single
valued function. The first pair in the table must be (0,0) and
the last crack size must be greater than or equal to the maximum
in the "K/¢ versus a" data file. The "a versus T" filename must
end with a ".DAT" extension.

3.1.2.2.2 Example

Example "a versus T" curves for an inner lower wing
location on an A/F/T aircraft flying severe and moderate load
spectra are presented in Figure 7. For crack sizes larger than
0.005 in., the curves were obtained by digitizing a figure from
the aircraft manufacturer’s DTA report. For the crack sizes less
that 0.005 in., the curves were obtained by back extrapolation
using an exponential fit as the shape of the curve for the sizes
less than 0.005 in. The fit was obtained as follows.

For a < 0.005, it was assumed that the "a versus T" curve
has an equation given by

a = a, exp(bT) (6)

0
The parameter b was estimated from a least squares fit over a
range of linear "ln a versus T" (0.005 to 0.028 in. for the
severe spectrum and 0.005 to 0.024 in. for the moderace
spectrum). It was arbitrarily assumed that a; = 0.0005. For a =2
0.005, the original T values were increased by the time required
for a 0.0005 in. "“crack" to grow to 0.005 in. using Equation 6.
The adjustment added 2045 and 2330 hours, respectively, for the

severe and moderate spectra.
3.1.2.2.3 Comments

In general, the population of cracks being modeled will
have a significant proportion with sizes smaller than the minimum
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size considered in damage tolerance analyses. The importance of
these small cracks in risk analysis depends on the primary
concern. To date, sensitivity studies have shown that these very
small cracks have an insignificant effect on POF. However, for
long analysis periods, the rapidity of growth of the small cracks
does affect the expected number of cracks detected and repaired
at a maintenance action. Reasonable care should be taken in
accounting for the growth of the small cracks.

Current methods for obtaining crack growth at very small
sizes center on the empirical methods associated with durability
analyses (7). These methods are based on an exponential fit to
the "a versus T" curve for very small cracks in the expected
stress environment. If the crack size distribution (see
Subsection 3.2.4 and Appendix C) was obtained as an equivalent
flaw size distribution for durability analyses, then crack growth
curves that extend to time zero will be available. In the
absence of such data for back extrapolation, it is reasonable to
assume that the shape of the crack growth curve is exponential
[9]. The parameters can be estimated from the smallest cracks
for which data are available and a size at time zero. See
Subsection 3.2.2.2 for an example of this calculation.

Evidence is accumulating that, at least for aluminum alloys
and steels, cracks grow from the first application of a
significant stress cycle. Considerable research effort is being
expended on modeling the growth of such small cracks (0.0002 to
0.010 in.) [8,18). It is expected that analytical methods for
extending crack growth curves to very short cracks will be
available within a reasonable time period.

3.1.2.3 Maximum Stress Distribution

POF is calculated as the probability that an applied stress
will exceed the residual strength of the cracked structural
detail. For practical purposes, it can be assumed that the
stress peak that will cause fracture is the largest peak to be
encountered in a flight. Since available data might not extend
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to the largest stresses that might be encountered, a consistent
basis for extrapolation was required. 1In PROF, the distribution
of this maximum stress peak in a flight is modeled in terms of a
Gumbel distribution of extreme values. The following discussion
presents the rationale for this choice and a method for
estimating the parameters of the model.

In an operational flight, the number and magnitude of the
experienced stress peaks are random variables both of which are
influenced by the mission being performed. Let Fall(a)
represent the cumulative distribution function of the magnitude
of all stress peaks greater than a threshold for the
stratification of the operation being modeled. Let H(o)
represent the cumulative distribution function of the maximum
stress encountered in a flight. If a flight consists of n stress
cycles selected at random from the population described by

Fall(a) and if 9 na represents the largest peak in a flight, then

X

H(s) = P( < 0)

g
max

P(all n peaks < o)
[Fayy(e)1" (7)

Gumbel [19] showed that for exponential type distributions and
large n, Equatiorn 7 can be approximated by

H(o) = exp{-exp(-(c-B)/A]} (8)

Flights which contain large stress peaks are usually very active
and also contain a large number of peaks. Therefore, this
asymptotic relation was incorporated as the model for
extrapolating and describing the distribution of the maximum

stress per flight.

The parameters of this Gumbel distribution can be estimated
as follows. (Numerical examples of this process are presented in
Subsection 3.2.2.2.) First, the cumulative distribution of the
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maximum stress per flight is estimated from data. Peak stress
data will be available as flight-by-flight stress sequences or
exceedance curves for the expected usage at the analysis
location. If a flight-by-flight stress history is available, the
maximum stress in each flight can be extracted and the cumulative
distribution function of these maximum stresses per flight is
calculated directly as:

H(s;) =n; / N (9)

where n, is the number of stress maximums less than o and N is
the total number of flights. If only an exceedance curve is
available for describing the magnitude of the expected stresses
for the POF calculation, the exceedance curve must first be
converted to the distribution function, Fall(a).

=1 - )‘(ai)/,\(a (10)

Fall(ai) thr)

where A(ai) is the number of peak stresses per unit time
exceeding oy and A(athr) is the number of exceedances per unit

time of the stress threshold. Let n represent the average number
of stress peaks per flight greater than threshold. Then the
cumulative distribution of the maximum stress per flight is
estimated by

Fpax(?3) = [1 = A(03) /A (o)1 7 (11)

Next note that Equation (8) can be transformed to
In{-1n[-H(0;)]} = -0 /A + B/A (12)
A least squares fit of the (ai,ln{ln[—H(ai)]}) data pairs will

yield estimates of -1/A and B/A. To ensure that the fit is
acceptable at the high stress levels of most influence in the POF
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computation, only the four or five highest stress ranges in the
data should be used in determining the least squares fits. It
might be noted that B is the stress that is exceeded in 63
percent of the flights and A is proportional to the steepness of
the exceedance probability versus stress curve. The larger the
value of A, the less steep the exceedance probability curve
(resulting in a larger probability of large maximum stress peaks
in a flight). A practical approach to estimating A and B is to
vary these parameters until an acceptable fit is obtained for the
probability of exceeding the high stress levels which drive the
probability of fracture calculation.

3.1.2.3.1 Format

The PROF maximum stress per flight input are the two
parameters A and B of the Gumbel asymptotic distribution for
maxima of exponential type distributions. Substitution of a
different two parameter family of distributions of maximum stress

per flight could be readily accomplished.
3.1.2.3.2 Example

Stress data for the example calculation in the A/F/T
application were available in the form of flight-by-flight stress
sequences. These data were analyzed using both the flight-by-
flight and exceedance curve methods to estimate A and B.

Figure 8 presents exceedance curves for moderate and severe
usage spectra. The spectra have approximately equivalent
exceedance rates at the highest stress peaks but the severe
spectra has significantly greater exceedance rates at the lower
stress peaks. Table 1 presents the data and analysis for the
severe spectra. Both 2xceedance data and maximum peak per flight
data are included in Table 1. 1In the exceedance rate analysis,
the third, fourth and fifth columns are obtained using Equations
(10) and (11) and the 1n-1n transformation in Equation (12). The
calculations for the "observed" maximum stress per flight are
more direct, but notice that in Table 1 the data are expressed in
terms of the total number of maximum stress peaks per flight
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TABLE 1

EXAMPLE CALCULATIONS FOR GUMBEL FIT
TO MAX STRESS PER FLIGHT DISTRIBUTION
A/F/T SEVERE SPECTRUM

Exceedance Data i Maximum Peak/Flight Data
A B C D E ' F G H
Peak Exceed Peak Estimate Gumbel i Observed Observed Gumbel
Stress per CDF CDF Transform | exceed CDF Transform
KS1 1180 max peak of CDF | max peak max peak CDF
Flts per flit , per flt per flt
3 61738 o 0 ' 1179 0
4 59513 0.0360 3E-76 5.157907 ! 1179 0
6 57566 0.0875 6E-62 4.948210 | 1179 0
8 56538 0.0842 6E-57 4.862830 ! 1179 0
10 43174 0.3006 5E-28 4.140713 ! 1179 0
12 28547 0.5376 8E-15 3.479961 ! 1179 0
14 18832 0.6949 0.00000 2.946087 ! 1177 0.00169 1.853054
16 8474 0.8627 0.00044 2.044010 ! 1127 0.04410 1.138210
18 4621 0.9251 0.01709 1.403354 ! 952 0.19253 0.499241
20 1182 0.9808 0.36384 0.010954 ! 628 0.46734 -0.27353
22 701 0.9886 0.55033 -0.51544 ! 450 0.61832 -0.73241
24 352 0.9942 0.74152 -1.20716 ! 244 0.79304 -1.46155%
26 21 0.9996 0.98236 -4.02896 ! 21 0.98218 -4.01892
28 9 0.9998 0.99240 -4.87636 ! 9 0.99236 -4.871386
Least squares fits:
Highest & Highest 4 | Highest 5 Highest 4
-1/A = -0.6644 -0.7952 | -0.6241 -0.7487
B/A = 13.82 17.22 | 12.71 15.95
A= 1.51 1.26 ! 1.6 1.34
B = 20.8 21.7 | 20.36 21.3
COLUMN B FROM SPECTRUM
COLUMN C = 1 - (COLUMN B / 61738)
COLUMN D = COLUMN C ~52.3 (52.3 = AVERAGE PEAKS PER FLIGHT)
COLUMN E = LN(-LN(COLUMN D))
COLUMN F FROM STRESS SPECTRUM
COLUMN G = 1-(COLUMN F / 1179)
COLUMN H = LN(-LN(COLUMN G))
CDF = CUMULATIVE DISTRIBUTION FUNCTION
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exceeding the stress level, rather than the number below the
stress level. A and B for the two sets of data were obtained
from least squares fits of both the highest four and highest five
stress levels. The four sets of A and B values are also listed
in Table 1.

The fit of the Gumbel distribution using the top four and
top five stress values for the severe spectrum are presented in
Figure 9. (Using lower stress values may provide a better fit at
the lower levels at the expense of a poorer fit at the largest
levels. The highest stress levels are the only ones of
importance in the fracture probability calculations.) The fits
as shown in this figure were calculated from the exceedance data
and not the observed distribution of maximum stress per flight.
In the numerical example of Section 5, the subjective decision
was made to use the fit through the top four stress values of the
probabilities obtained from the exceedance count data, i.e., A =
1.26 and B = 21.7. The notation in PROF for these parameters is
ASIG and BSIG.

3.1.2.3.3 Comments

This method of modeling the distribution of maximum stress
peaks per flight was checked against several sets of data from
A/F/T aircraft usages. The calculation always provided an
acceptable fit at the highest stress levels. These are the
stress levels which dominate the POF calculation, and it is
important that the model fits the data at these levels. The
model tends to predict higher probability of occurrences for the
smaller stress peaks. Since the observed data actually represent
a mixture of mission types, they are not a random sample from a
single population. The maximum stresses from flights of less
severe mission types are not as large, and they bias the observed
distribution of maximum stresses per flight. By restricting the
Gumbel fit to the high stress ranges, this bias is avoided at the
expense of more conservative POF estimates.
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The best estimate of POF can be obtained from stress
spectra for each of the mission types. If such data are
available, POF can be calculated for each mission type using the
distribution of peak stresses for only that mission type. These
POFs can then be interpreted for the individual mission types or
a weighted average can be calculated using the mission mix
purcentages. The weighted average would be calculated using a
formula analogous to Equation 5 where the p; are now the
percentages of flights for each of the mission types.

3.1.2.4 Initial Crack Size Distribution

The risk analysis calculations of PROF are based on the
distribution of the sizes of the cracks that are in the
population of structural details at the start of the analysis.
There are several approaches to obtain this distribution. The
choice of method for a specific application would be primarily
determined by the available data. These approaches are discussed
in Appendix C. The calculations of PROF are independent of the
methods of modeling the initial crack size distribution. PROF
requires only that the initial crack size distribution file
contains a valid cumulative distribution function.

3.1.2.4.1 Format

The initial crack size data is input to PROF in the form of
a table of the cumulative distribution function of the crack
sizes at the start of the analysis. There were three reasons for
this choice of format:

a) There are no commonly accepted distributions for
modeling crack sizes in a population of structural
details. Families with two, three, or four parameters
have been used; e.g., the lognormal, Weibull, Johnson
Su,
fanilies [7]). There are also data [6]) which suggest

and Weibull Compatible Time-to-Crack-Initiation
that in some applications a mixture of such

distributions would be more appropriate than any single
family.
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b) After an inspection/repair cycle is completed in the
analysis, the crack size distribution is a mixture of
unrepaired and repaired crack sizes. This mixture has
no general form as it depends on the distribution of the
crack sizes at the inspection time, the POD(a) function,
and the method for modeling the crack sizes at the sites
which were repaired.

c) Since the "a versus T" relation used to transform the
crack size distribution will not preserve the particular
model of a family, PROF had to be designed to handle an
arbitrary distribution, i.e., one specified by a table
of values.

PROF requests the name of a file which contains (a,Fo(a))
data pairs, where Fo(a) is the proportion of crack sizes less
than or equal to "a" at the start of the analysis. The first
line of the file must contain an identification which will appear
in the PROF output. The second line must contain the number of
(a,Fo(a)) data pairs that will follow. Since this distribution
will have to be extrapolated, PROF requires the user to provide
at least two pairs for which Fo(a) > 0.99. The filename must
contain a ".DAT" extension.

3.1.2.4.2 Example

Figure 10 presents an exceedance distribution (i.e.,
complement of the cumulative distribution) of equivalent initial
crack sizes that are assumed to be representative of the initial
quality of the wing location of the example. This crack size
distribution is a mixture of the equivalent crack sizes found to
be representative of the A-7D aircraft {20] and a uniform
distribution of "rogue" flaws. The example distribution assumes
that 99.9 percent of the locations have a crack size from a log
normal distribution with median crack size of 0.0008 in. and
standard deviation (of log crack sizes) of 0.63, and 0.1 percent
are from a uniform distribution on the interval of 0 to 0.050
in.
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Figure 10. Example Initial Flaw Size Distribution.
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3.1.2.4.3 Comments

The initial crack size distribution affects the probability
of fracture and the expected cost of maintenance calculations in
different ways. Since fracture probabilities will be small in
any realistic application, the upper tail of the crack size
distribution will dominate the POF calculation. Expected repair
costs, on the other hand, will be dominated by the detected
cracks. These will come from the crack size ranges that have a
higher probability of occurrence, i.e., the mid ranges of the
crack size distribution. The distinction is important since it
affects the type of data needed to meet different objectives. If
the objective of the analysis is limited to evaluations or
comparisons of fracture probabilities, then only the upper tail
of the crack size distribution will influence the analysis. If
repair costs are also being analyzed, the mid ranges of the crack
size distribution must also be reasonably modeled.

The crack size distributions are the most difficult PROF
input to obtain. The best source of crack size data from a
mature fleet is obtained from teardown inspections in which
rather complete inspection results are obtained from laboratory
inspections of a sample of structural details. These inspections
can detect all cracks greater than a known minimum size.
Although the crack sizes observed in teardown inspections of
elements from different airframes must be adjusted to account for
differences in age, this extrapolation would be over reasonably
short intervals. Since all of the largest cracks will be
detected and the total number of inspected sites is known, the
teardown inspection results will provide a valid set of data for
estimating at least the upper tail of the crack size
distribution.

In the absence of teardown inspections, the crack size
distribution will have to be estimated from a) routine inspection
results, b) a flaw size based initial quality characterization,
c) time to crack initiation distributions, or, d) combinations of
all three (Appendix C). Characterizing initial quality in terms
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of actual or equivalent flaw sizes is gaining acceptance, but
methods for modeling the growth of the very small actual or
equivalent cracks are still being developed. Cracks detected
during routine inspections are important in that they represent
hard evidence, but care must be taken in deriving a crack size
distribution for the entire population of elements. Cracks that
were missed in the routine inspections must be accounted for, and
the sizes of the missed cracks depend on the capability of the
inspection system as expressed by the POD(a) function (see
Paragraph 3.3.2). Cracks detected during routine inspections
could be used to "calibrate" any current estimate of the crack
size distribution.

3.1.3 Inspection/Repair Data

This category of input data defines the maintenance
scenario in terms of the frequency of inspections, inspection
capability (method), repair quality, and unit costs of
inspections, repairs, and fractures. These input 2lements are
independent of the structural condition of the population of
crack sites under consideration.

3.1.3.1 Maintenance Times

The maintenance times are the number of flight hours at
which the inspection and repair (if necessary) cycle is performed
in the calculations of PROF. The analysis starts at an arbitrary
reference time which is considered to be time zero. The initial
crack size distribution is descriptive of the cracks in the
populafion of details at the reference time. PROF input that
describes the timing of maintenance cycles is requested in the
form of the number of flight (spectrum) hours in each interval of
operational usage. The length of each interval is arbitrary.

The user may specify any number of usage intervals but
computation time increases linearly with the number of intervals
in the analysis.

If the first usage interval is set at zero hours, PROF
immediately applies the inspection and repair algorithms to the
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initial crack size distribution. This implies that the analysis
would be applicable to operational usage after an inspection at
the reference age. The length of usage intervals has typically
been set at half the number of flight hours required to grow a
crack from the reliably detected crack size to critical size.
Other scenarios can be easily evaluated since any interval can be
analyzed.

For the example, the inspection times have been determined
by the MIL-STD-1530 requirements. Since the initial crack size
distribution is an equivalent initial flaw size distribution, the
first interval will be at 1100 hours, one-half the time required
for a 0.050 in. crack to grow to critical (Figure 7) under the
severe spectrum. Subsequent intervals will be set at 900 hours,
one-half the time required for a 0.100 in. crack to grow to
critical. For the assumed inspection capability, POD(0.100) =
0.90 (Subsection 3.3.2).

3.1.3.2 Inspection Capability

Inspection capability is quantified in terms of the
probability of detection as a function of the crack size, POD(a).
In PROF, POD(a) is modeled by the log-logistic function, which
has been found to provide an acceptable fit to both manual and
automated inspection reliability data [21,11]). In particular,

let a be the size of the smallest crack that can be detected

min
by the system. Then, POD(a) = 0, if
a<ann and
n In (a - amin) - B -1
poD(a) = {1 + exp - [-— ( ) 1} (13)
J3 o
where a = size of crack being inspected, a > ain’

s = natural logarithm of the median detectable crack
size - crack size which is detected 50 percent of
the time,
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¢ = scale parameter - larger o implies flatter POD(a)
function and lower detectability at bigger crack
sizes.
Equation (13) is essentially equivalent to a cumulative log
normal distribution with the same parameters.

Inspection capability is input to PROF by specifying the
minimum and median detectable crack sizes and the parameter o.
(PROF refers to o as the steepness parameter.) The minimum
detectable crack size may be a function of the location of the
crack or the inspection system. For example, if the crack
initiates in the bore of a rivet hole, the inspection system may
be physically prevented from detecting the crack until it clears
the head of the rivet. 1Ideally, the inspection system that will
be used to inspect the population of details will have been
evaluated through an experiment designed to estimate the POD(a)
function. More often, the POD(a) function parameters will be
based on engineering judgement or by analogy with other
inspection situations. The median detectable crack size can
often be estimated at the time the inspection method for the
detail is determined. The parameter o car include uncertainty
resulting from the inspection process itself and also uncertainty
due to the human factors associated with the difficulties of the
inspections.

The best estimate of fracture probability will be obtained
from using the best estimate of the POD(a) function, the so-
called mean POD(a) function. However, any valid POD(a) function
can be input to PROF. For example, if the POD(a) function was
obtained from an NDE reliability experiment, a lower confidence
bound on the POD(a) function would be available. This lower
bound could be used as PROF input to provide protection against
the potential sampling errors in the POD(a) parameter estimates.
Such POF values would be expected to be conservative.

To provide an indication of the relative importance of the
parameters of the log-logistic POD(a) function, Figure 11
displays POD(a) for a median detectability of 0.030 in. and ¢ =
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0.5, 0.75, and 1.0. In this figure, a
non-zero a

i = 0. Introducing a
¥ value merely shifts the zero value of "a" in

Figure 11 to a It has become the custom to quantify the

capability of E;ninspection system by the crack length for which
the probability of detection is 0.9. Let 2450 be defined by
POD(ago) = 0.90. For selected values of o, Table 2 presents
approximate multipliers of the median detectable crack size ag,to

obtain a_ ..

90
TABLE 2
FACTORS FOR OBTAINING 390 FROM ago FOR SELECTED VALUES OF o
a 0.25 0.50 0.75 1.00 1.25 1.50
C 1.38 1.90 2.62 3.60 4,97 6.84
a =C . a and C = exp(1.282 « o)

Fully automated eddy current inspection systems with the
part removed from the aircraft can have ¢ values in the range of
0.2 to 0.7, depending on the material and geometry of the parts
[(22). Depot inspections using manual and semiautomated eddy
current inspections have values of o greater than 1.0 [20,23].

In the example calculation, it will be assumed that the
inspection process will be a semiautomated eddy current
inspection without removing the rivet. For the example, Anin =
0, the median detectable crack size is 0.050 in. and ¢ = 0.5. For
this inspection capability, POD(0.100) = 0.925. The inspection
schedule as determined from the damage tolerance analysis was

based on a reliably detected crack size, of 0.100 in.

4NDE’
3.1.3.3 Repair Crack Size Distribution

To account for the cracks in the population which are
detected and repaired at an inspection, PROF uses an equivalent
repair crack size distribution. The equivalent repair crack size
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distribution is analogous to the equivalent initial quality
distribution in concept. The repaired flaws can essentially be
removed from further analysis by restricting the repair crack
size distribution to extremely small sizes. If repair quality is
considered to be equivalent to initial quality, the equivalent
initial quality distribution can be defined as the repair crack
size distribution. Other subjective choices based on engineering
judgement can be made. For example, it can be assumed that each
repair will leave a flaw equivalent to a crack and that the size
of the equivalent cracks will be uniformly distributed between 0
and 0.050 in., i.e., the probability of a large equivalent flaw
is equal to the probability of a small equivalent flaw. The
uniform distribution is considered to be conservative. The
repair crack size distribution has a relatively small effect on
the fracture probabilities but can have a major effect on the
expected number of cracks detected at reveat inspections.

3.1.3.3.1 Format

The equivalent repair quality distribution is input to PROF
as a table of the cumulative distribution of the equivalent crack
sizes that are present in those structural details which are
repaired at a maintenance cycle. PROF requests the name of a
file which contains (a,Fr(a)) data pairs, where Fr(a) is the
proportion of equivalent crack sizes less than or equal to the
crack size, "a". The first line of the file must contain an
identification which will appear in the PROF output. The second
line must contain the number of (a,Fr(a)) data pairs tha«t are in
the file. Since this distribution is extrapolated, at least two
data pairs for which Fr(a) > 0.99 must be contained in the file.
The filename must contain a ".DAT" extension.

3.1.3.3.2 Example

In the example, it will be assumed that any crack that is
detected will lead to a replacement of the wing. Thus, it will
be assumed that a repaired wing is as good as new and the repair
crack size distribution is the same as the initial crack size

40



distribution. The equivalent repair crack size distribution to
be used in the example, a mixture of a log normal and an

exponential, is shown in Figure 10.
3.1.3.3.3 Comments

The equivalent repair crack size distribution is analogous
to the equivalent initial crack size distribution for
characterizing initial quality. Strictly speaking, the
equivalent repair crack size distribution would need to be
characterized in the manner described in [7]. This
characterization of repair quality has not been researched in any
detail. Since the choice of an equivalent repair crack size
distribution is arbitrary, only three approaches to selecting
this distribution have been used. These are a) repeating the
initial quality distribution (repaired is as good as new), b)
assuming a uniform distribution of equivalent repair cracks
(conservative), and c) removing the repaired structural details
from the analysis. The third approach is implemented by defining
F (a) so that essentially all equivalent repair cracks are too
small to grow during the analysis, e.qg., F (0.00001) = 0.99999.
Under this third approach, the analysis could be restarted after
a maintenance cycle with a reduced number of aircraft in the
fleet. (PROF output includes the crack size distribution
immediately before and after an inspection. The after inspection
crack size distribution can be input as the initial crack size
distribution for a new run of the analysis.)

Since the equivalent repair crack sizes will be, in
general, relatively small, they tend to have no immediate effect
on the fracture probability. However, they can have a '
significant effect on the expected number of cracks to be
detected in future inspections.

3.1.3.4 Maintenance Costs

Expected maintenance costs are not computed in PROF.
Rather, PROF provides an output from which expected maintenance
costs can be calculated. In particular, structural maintenance
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costs comprise the costs of inspecting the population of interest
and repairing or replacing cracked details. In addition, the
costs of an in-service fracture must also be included. PROF
crack size cutput is expressed in terms of proportions of the
total population. It is compatible with the use of unit costs of
inspection, repair as a function of crack size, and in-service
fracture.

3.1.4 summary of Input for Example

The order and form in which PROF requests input are
illustrated by data for the example problem whose output is
presented in Section 6. The example parameter values and
filenames in the PROF requested format are presented in Table 3.

3.2 COMPUTATIONS

The computations performed within PROF are centered on the
distribution of the crack sizes in the population being modeled
as a function of flight hours. The crack size distribution is
the basis for the calculation of the three primary outputs: a)
the single flight probability of fracture at ten intermediate
times between inspections, b) the probability of fracture at any
time within each inspection interval, and, c) the distribution of
the sizes and the number of cracks expected to be detected at an
inspection. This section addresses in a general way, the methods
used by PROF in performing the required calculations. Details of
the numerical methods actually programmed in PROF are contained

in Appendix A.
3.2.1 Modeling the Crack Size Distribution

There are two basic crack population calculations: growing
the distribution of cracks from a beginning reference time to an
arbitrary time within a period of uninterrupted usage, and
quantifying the effect of the inspect and repair-if-necessary
actions at the maintenance times. These calculations are
addressed in the following subsections.

42



TABLE 3

PROF INPUT FOR EXAMPLE PROBLEM

1. PEAK STRESS/FLIGHT

2. POD FUNCTION

3. Kc DISTRIBUTION

4. AIRCRAFT PARAMETERS

5. a VS K/SIGMA

6. a VS TIME

7. INITIAL CRACK SIZES
8. REPAIR CRACK SIZES

9. USAGE INTERVALS

MEDIAN DET.
STEEPNESS
MINIMUM

MEAN
STD. DEV.

LOCATIONS/AC
# OF AC
AVG FLT LENGTH

GEOMETRY1.DAT
(Figure 6)

A-TSEVERE. DAT
(Figure 7)

INITCRAKS.DAT
(Figure 10)

INITCRAKS.DAT
(Figure 10)

T1 = 1100 hours
T2 = 900 hours
T3 = 900 hours
T4 = 900 hours

Section 3.2.3
Figure 9

Section 3.3.2
Figure 11
Section 3.1.2

Section 3.2.1

Section 3.1.1

Section 3.2.2
Section 3.2.4

Section

Section
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3.2.1.1 Growing Population of Crack Sizes

Given an initial distribution of crack sizes at a reference
time, TR' (Subsection 3.1.2.4), the program estimates the
distribution of crack sizes at T + AT flight hours by projecting
the percentiles of the initial crack size distribution using the
deterministic crack growth versus flight hours relation
(Subsection 3.1.2.2). This calculation is performed in PROF by
table look-up. Figure 12 is a schematic of the process. The
analytical formulation of the process is as follows.

Let ap(TR) represent the pth percentile of the crack size
distribution at TR flight hours, i.e., P[a < ap(TR)] = p. Let
the a = ¢ (T) represent the "a versus T" relation (defined for
PROF by a table of (ai’Ti) data pairs). Then the pth percentile
of crack size distribution at TR + AT is given by

a,(Tg + 8T) = ¢(47 [ap(Tp)] + &T) (14)

This calculation is repeated for all percentiles in the table
which defines the crack size distribution.
3.2.1.2 Maintenance Effect on Crack Size
Distribution
At a maintenance action, the population of details are
inspected and all detected cracks are repaired. The maintenance
action will change the crack size distribution and the change is
a function of the inspection capability and the quality of
repair. Inspection capability is modeled in terms of the
probability of detection as a function of crack size, POD(a).
Repair quality is expressed in terms of the equivalent repair

before(a) and fafter(a)
represent the density function of crack sizes in the population

crack size distribution, fr(a). If £
of structural details before and after a maintenance action, then

=P . fg(a) + [1-POD(a)] - f (a) (15)

fafter(a) before
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where P is the percentage of cracks that will be detected during
the inspection.

P = f‘é POD(a) + £ (a) - da (16)

before
The post maintenance crack size distribution, fafter(a)' is then
projected forward for the next interval of uninspected usage.
The process is continued for as many inspection intervals as
desired.

3.2.2 Probability of Fracture

Safety is quantified in terms of the probability of
fracture (POF) due to the maximum stress encountered in a flight.
POF is calculated as the probability that the maximum stress
encountered in a flight will produce a stress intensity factor
that exceeds the critical stress intensity factor for a
structural detail. This calculation is performed in two
contexts. The single flight POF is the probability of fracture
in the flight given that the detail has not fractured previously.
This number can be compared to other single event types of risks,
such as the risk of death in an automobile accident in an hour of
driving. The interval probability is the probability of fracture
at any flight between the start of an analysis (reference time of
zero or after a maintenance action) and the number of spectrum
hours, T. This POF is useful in predicting the expected
fractures in a fleet of aircraft in an interval and is required
for the expected costs associated with a maintenance schedule.
Because significantly more computer time is required to calculate
interval POF than single flight POF, interval POF is calculated
only for the entire interval between inspections.

3.2.2.1 Single Flight Probability of Fracture

The equation for calculating the probability of fracture at
a single stress raiser in a single flight at T hours is given by
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POFE(T) = Single element POF during flight at T hours

= Plo. > 9cp(a:iK))
= { g fr(a) -« g(K,) - ﬁ(acr(a,xc)) dK da (17)

where
fT(a) = probability density function of crack sizes
at T flight hours;
probability density function of the fracture

g(K,)
toughness of the material;

H(o . (a,K)) = Plo,. > K, / J xa- g(a)), i.e., the
probability that the maximum stress in the
flight exceeds the critical stress given
"a" and Kc.

The single element POF, POFE(T), is interpreted as the
probability that one of the elements in an airframe with T
equivalent flight hours will experience a fracture due to a
combination of crack size, fracture toughness, and stress. This
calculation is based on the assumption that the size of the crack
in the stress raiser of the element and the fracture toughness
are independent.

To calculate the single flight probability of a fracture
from any one of the k equivalent elements (stress raisers) in a
single airframe at T flight hours, POFA(T), it is assumed that
the fracture probabilities between elements are independent.

Then

k
POF,(T) = 1 - (1 - POF(T)] (18)

[

k + POFL(T)
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/
Similarly, POFF(T), the probability of a fracture in any of the N
airframes in the fleet as they age through T flight hours, is
calculated as

N
POFL(T) = 1- [1 - POF,(T)] (19)

u

N .« POF,(T)

All three of these single flight POFs are calculated at ten
equally spaced increments in each usage interval. The results
are printed in the summary output report.

3.2.2.2 Interval Probability of Fracture

Fracture can result during any flight in a usage period,
and the probability of a fracture during an entire period is
required to estimate the expected costs of a fracture. Since the
fracture toughness of an element does not change from flight to
flight, single flight POFs as obtained alove cannot be combined
to obtain interval POF. The assumption of independence needed to
nmake this calculation possible is not valid.

An approach to estimating interval POF which accounts for
the constancy of fracture toughness over the interval was
formulated as follows:

a) determine the contribution to the total POF from each
possible pairing of fracture toughness and crack size at
the beginning of the usage interval, say PF(a,Kc);

b) weight each contribution by the probability of the crack
size-fracture toughness combination, say
f(a)da-g(Kc)ch;

c) sum the weighted contributions over all possible
combinations of crack size and fracture toughness.

To calculate the contribution to the total POF from a crack size-
fracture toughness pair, the total usage interval is divided into
m subintervals. It is assumed that the crack size is essentially
constant in a subinterval, and the critical stress is calculated
for the crack size of the subinterval and the fracture toughness.
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The distribution of maximum stresses in a subinterval is

calculated from the distribution of maximum stresses in a flight.

The probability of fracture in a subinterval is the probability

that the maximum stress exceeds the critical stress for the

subinterval. The POFs from the subintervals are combined to

obtain the POF of the total usage interval for the initial crack-

fracture toughness pair.

The interval POF process is implemented mathematically by

the equation:
-]
POFE(Ij) = fo

where
POFE(Ij)

fj(a)

g(K_)

PF(a,Kc)

H qplo.(a(T;),K.))

H(o)

o p ((T5) Ky)

AT

)
J

(a) fg g(K,) - PF(a,K ) - dK  da (20)

probability of fracture at a single stress
raiser in the jth usage interval;
probability density function of crack sizes
at the start of the jth analysis interval;
probability density function of fracture

toughness for the structural detail;
m

1= Hyplogp (a(Ty) Ko

probability that the maximum stress in AT
flights is less than the critical stress

(Hlo (a(T;), K )1}*"

Gumbel distribution of max stress per
flight;

K, / /77 + a(T;) + A(a(T,))
number of flights in a subinterval;

i« AT, i=1,...,m.
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Since the computation time to implement equation (20) is
both significant and depends on the number of subintervals, the
number of flights in a subinterval is a trade-off between
accuracy (change of crack size in the subinterval) and computer
time. Crack growth per flight is relatively slow over most of
the crack sizes in the crack size distribution and long usage
intervals imply slow crack growth per flight. Therefore, the
number of flights in a subinterval was determined based on the
total time in a usage interval as follows:

0 < mAT < 1000, AT = 10
1000 < meAT < 2000, AT = 20
2000 < meAT =< 3000, AT = 30

etc.

The sensitivity of the interval POF to this method for
determining the number of flights in a subinterval was evaluated.
It was concluded that changes in the interval POF from using
smaller subintervals would be practically negligible.

Interval fracture probabilities for the aircraft and for
the fleet are calculated using equations analogous to equations
(18) and (19), respectively.

3.2.3 Expected Maintenance Costs

Given the predicted crack size distribution at the time,Tj,
of an inspect/repair maintenance action and the POD(a) function,

the expected number and sizes of the cracks that will be detected
can be calculated. In particular, PROF calculates the cumulative
proportion of cracks that will be detected as a function of crack

size as

a.
P(a;) = folPOD(a) . f (a) - da (21)

before
The proportion of detected cracks in the arbitrary range defined

by sa; = a - ay is given by

i+1
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P(aa;) = P(a;,,) - P(a;) (22)

Expected costs of maintenance are not calculated in PROF.
However, PROF output can be used to estimate the expected costs
of a maintenance scenario (as defined by flight hours between
inspections, inspection capability, and repair quality). If the
total population being modeled comprises k details in each of N
airframes, then the expected number of cracks to be repaired at
'rj between sizes a, and a1 is k-N-P(Aai). If Ci represents the
cost of repairing a crack in size range i, Cp represents the cost
of a fracture, and I represents the cost of inspecting each
detail, then the expected costs of fracture and repairs in the

usage interval are given by

E4(C) = POF(T4)N-Cg

+ KeNe[ I + P(sa;)+Cy] (23)
i

Ssumming over usage intervals (maintenance periods) yields the

total expected maintenance costs.

3.3 EXAMPLE CUTPUT

PROF output comprises three types of information: a screen
plot, a tabular summary file, and data files. At the end of the
calculations, PROF executes a plotting routine called PROFPLOT.
If the system computer graphics library contains PLOT-10
(w/AGII), PROFPLOT produces a screen plot of the single stress
raiser, single flight POF versus flight hour data. Note also
that PROFPLOT does not support all terminals. Figure 13 is the
screen plot of the example analysis whose input was de<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>